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Abstract 20 

 21 
The COVID-19 pandemic has shown a markedly low proportion of cases among 22 

children1,23,4. Age disparities in observed cases could be explained by children having lower 23 

susceptibility to infection, lower propensity to show clinical symptoms, or both. We evaluate 24 

these possibilities by fitting an age-structured mathematical model to epidemic data from six 25 

countries. We estimate that clinical symptoms occur in 25% (95% CrI: 19–32%) of infections 26 

in 10–19-year-olds, rising to 76% (68–82%) in over-70s, and that susceptibility to infection in 27 

under-20s is approximately half that of older adults. Accordingly, we find that interventions 28 

aimed at children may have a relatively small impact on total cases, particularly if the 29 

transmissibility of subclinical infections is low. The age-specific clinical fraction and 30 

susceptibility we have estimated has implications for the expected global burden of COVID-31 

19 because of demographic differences across settings: in younger populations, the 32 

expected clinical attack rate would be lower, although it is likely that comorbidities in low-33 

income countries will affect disease severity. Without effective control measures, regions 34 

with older populations may see disproportionally more clinical cases, particularly in the later 35 

stages of the pandemic. 36 

 37 

Main 38 

COVID-19 shows an increased number of cases and risk of severe disease with increasing 39 

age5,6, a feature shared with the 2003 SARS epidemic 5. Understanding the role of age in 40 

transmission and disease severity is critical for determining the likely impact of social-41 

distancing interventions for decreasing transmission, especially those aimed at schools, and 42 

for estimating the expected global disease burden.  43 

 44 

The age gradients in reported cases, observed from the earliest stages of the pandemic, 45 

could be generated by children having decreased susceptibility to infection, decreased 46 
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probability of showing disease on infection, or a combination of both. A summary of the main 47 

findings, limitations and implications of the model for policy makers is shown in Table 1.  48 

 49 

Background The distribution of confirmed COVID-19 cases has shown strong 
age dependence, with notably few cases in children. This could be 
because younger ages are less susceptible to infection and/or are 
less prone to showing clinical symptoms when infected. We have 
used dynamic transmission models fitted to a range of available data 
on the age distribution of reported cases, and to studies that looked 
for subclinical infections amongst contacts, to estimate the age-
specific susceptibility to SARS-CoV-2 infection, and the age-specific 
fraction of infections that develop clinical symptoms of COVID-19.  

Main findings and 
limitations 

We find that under-20s are roughly half as susceptible to infection as 
over-20s, and that 75% of infections are subclinical in 10–19-year 
olds, compared to 24% in 70+-year-olds. 
As with all modelling studies, further data generated during the 
epidemic could change our parameter estimates. Population mixing 
measured in contact surveys may not be representative of contact 
patterns made during the early phase of local epidemics. However, 
our estimates are consistent across countries and intervention 
contexts.   

Policy implications These results have implications for the likely effectiveness of school 
closures in mitigating SARS-CoV-2 transmission, in that these may 
be less effective than for other respiratory infections. They also have 
implications for the global expected burden of clinical cases; 
countries with a large number of children may need to account for 
decreased susceptibility and severity in burden projections.  

Table 1. Policy Summary 50 

 51 

Age-varying susceptibility to infection by SARS-CoV-2, where children may be less 52 

susceptible to becoming infected on contact with an infectious person, would reduce cases 53 

among children, and potentially lower transmission in the population overall. Decreased 54 

susceptibility could result from immune cross-protection from other coronaviruses8,910, or 55 

possibly from non-specific protection resulting from recent infection by another respiratory 56 

virus11, which children experience more frequently than adults12,13.  57 

 58 

It is also possible that children may experience mild or no symptoms on infection more 59 

frequently than adults. Such age-dependent variation in severity has been observed for other 60 

respiratory virus infections14, including SARS14,15. For COVID-19, there are indications of age 61 

dependence in severity8 and mortality15 among reported cases15, which could extend to 62 
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severity and likelihood of clinically reportable symptoms given infection. “Asymptomatic” 63 

cases have no symptoms at all, and “paucisymptomatic” is sometimes used for those with 64 

very mild symptoms that may not be noticed or reported, even though they occur. We call 65 

these two types “subclinical”, which are more likely to remain undetected than clinically 66 

apparent cases. If subclinical infections exhibit age dependence there would be lower 67 

reported cases among children, but children could still be capable of transmitting the virus to 68 

others, potentially at lower rates than individuals exhibiting clinical infections, as has been 69 

shown for influenza16. 70 

 71 

Contact patterns and demographics affect the expected number of cases in each age group. 72 

Children tend to make more social contacts than adults17 and hence, all else equal, 73 

contribute more to transmission than adults18,19. This is why school closures are considered 74 

a key intervention for epidemics of respiratory infections8, but the impact of school closure 75 

depends on the role of children in transmission.  76 

 77 

The particular context of SARS-CoV-2 emergence in Wuhan, China, could have resulted in a 78 

skewed age distribution because early cases were in older adults20, and assortative mixing 79 

between adults could have reduced transmission to children in the very early stages of the 80 

outbreak, with subsequent closure of schools on 12th January 2020 for the Lunar New Year 81 

holiday potentially reinforcing this effect. Outside of China, COVID-19 outbreaks may have 82 

been initially seeded by working-age travellers entering the country21,22, producing a similar 83 

excess of older individuals in early phases of local epidemics. 84 

 85 

Determining the role of children in transmission using available data has important 86 

implications for policies that aim to control transmission23, especially through interrupting 87 

child-driven transmission. Additionally, if the number of infections or cases depends strongly 88 

on the role of children, countries with different age distributions could exhibit substantially 89 

different epidemic profiles and overall impact of COVID-19 epidemics. 90 



 

5 

 91 

We used an age-stratified transmission model with heterogeneous contact rates between 92 

age groups to examine varying susceptibility to infection by age; varying clinical fraction by 93 

age; and no age variation in susceptibility or clinical fraction (see Methods). We generated 94 

model variants (Fig 1a) and fitted each to data sources from the epidemic in Wuhan: a time 95 

series of reported cases1 and four snapshots of the age distribution of cases124 (Fig 1; 96 

Extended Data Figure 1). We included the observed school closures, which decreased the 97 

school contacts of children in the model. We also estimated the effect of the Lunar New Year 98 

holiday period, and the travel and movement restrictions in Wuhan, on transmission (Fig 99 

1d). We found that under each hypothesis, the basic reproduction number R0 was 2.5-2.8 100 

initially, was inflated 1.2–1.4-fold during the pre Lunar New Year holiday period, and then fell 101 

by 60–70% during restrictions in Wuhan (Fig 1e). 102 

 103 

All model variants fitted the daily incident number of confirmed cases equally well (Fig 1f), 104 

but the model without age-varying susceptibility or clinical fraction could not reproduce the 105 

observed age distribution of cases, overestimating the number of cases in children and 106 

underestimating cases in older adults (Fig 1g). The other two fitted the observed age 107 

distribution of cases, but the model assuming no age variation in clinical fraction implied a 108 

large number of mild or asymptomatic infections among the elderly (Fig 1h). Comparison 109 

using Deviance Information Criterion6 (DIC) showed that age varying susceptibility (DIC: 110 

697) and age-varying clinical fraction (DIC: 663) were preferred over the model with neither 111 

(DIC: 976).  112 

 113 

In the model with age-varying susceptibility, 20% of infections occurred in over-70s, with half 114 

of these as clinical cases, and the other half as subclinical infections (Fig 1h). In the model 115 

with age-varying clinical fraction, 20% of infections occurred in over-70s, but less than a 116 

quarter of these were subclinical. Recent work has demonstrated an age-dependent severity 117 
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in hospitalised confirmed cases25,26, which suggests that subclinical infection in older adults 118 

may be rare and supports the clinical fraction increasing with age.  119 

 120 

 121 

  122 
Fig. 1. Comparing the fit of different model variants to data from Wuhan City, China. (a) Model 123 
diagram showing duration of disease states in days, where d parameters represent the duration of 124 
time in each disease state, yi is the fraction of infections that are clinical in age group i, !" is the force 125 
of infection in age group i, PI is the incubation period and PS is the serial interval (see Methods). (b) 126 
Susceptibility by age for the three models. Age-specific values were estimated for model 1 (orange). 127 
Susceptibility is defined as the probability of infection on contact with an infectious person. (c) Clinical 128 
fraction (yi) by age for the three models. Age-specific values were estimated for model 2 (blue), and 129 
fixed at 0.5 for models 1 and 3. (d) Fitted contact multipliers for holiday (qH) and restricted periods (qL) 130 
for each model showed an increase in non-school contacts beginning on January 12th (start of Lunar 131 
New Year) and a decrease in contacts following restrictions on January 23rd. (e) Estimated R0 values 132 
for each model. The red barplot shows the inferred window of spillover of infection. (f) Incident 133 
reported cases (black), and modelled incidence of reported clinical cases for the three models fitted to 134 
cases reported by China Centers for Disease Control (CCDC)1 with onset on or before February 1st, 135 
2020. Line marks mean and shaded window is the 95% highest density interval (HDI). (g) Age 136 
distribution of cases by onset date as fitted to the age distributions reported by Li et al24 (first three 137 
panels) and CCDC1 (fourth panel). Data are shown in the hollow bars, and model predictions in filled 138 
bars, where the dot marks the mean posterior estimate. (h) Implied distribution of subclinical cases by 139 
age for each model. Credible intervals on modelled values show the 95% HDIs; credible intervals on 140 
data for panels g and h show 95% HDIs for the proportion of cases in each age group.  141 
 142 
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It is possible that both age-varying susceptibility and age-varying clinical fraction contribute 145 

to some degree to the observed age patterns. To investigate this possibility, we fitted a 146 

model in which both susceptibility and clinical fraction varied by age, estimating these 147 

parameters across 32 settings in six countries. We fitted the stationary distribution of the 148 

next generation matrix to reproduce the locally-reported age distribution of cases compiled 149 

from a variety of sources (Fig 2a) and jointly fitted data from five recent studies giving 150 

information on infection rates and symptom severity across ages25,27–30 (Extended Data 151 

Figure 2). We used setting-specific demographics, measured contact matrices where 152 

possible, and synthetic contact matrices otherwise (see Methods)31. The age-dependent 153 

clinical proportion was markedly lower in younger age groups in all regions (Fig 2b), with 154 

25% (19–32%) of infections in 10–19-year-olds resulting in clinical cases, rising to 76% (68–155 

82%) in adults over 70 in the consensus age distribution estimated across all regions; the 156 

age-specific susceptibility profile suggested that under-20s were half as susceptible to 157 

SARS-CoV-2 infection as over-20s (Extended Data Table 1). To determine whether this 158 

distribution was capable of reproducing epidemic dynamics, we fitted our dynamic model to 159 

the incidence of clinical cases in Beijing, Shanghai, South Korea and Italy (Fig 2c; 160 

Extended Data Figure 3). The consensus age-specific clinical fraction was largely capable 161 

of reproducing the age distribution of cases, although there are some outliers, for example in 162 

the 20–29 age group in South Korea. This could be the result of clustered transmission 163 

within a church group in this country4. The predicted age distribution of cases for Italy is also 164 

less skewed towards older adults than reported cases show, suggesting potential differences 165 

in age-specific testing in Italy32. Locally-estimated age-varying clinical fraction captured 166 

these patterns more precisely (Fig. 2c). 167 

 168 
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  169 
Fig 2. Estimating age-specific symptomatic rate from age-specific case counts for 6 countries. 170 
(a) Age-specific reported cases from 13 provinces of China, 12 regions of Italy, Japan, Singapore, 171 
South Korea, and Ontario, Canada. Hollow bars are data and colour is model fit with 95% HDI. (b) 172 
Fitted mean and 95% HDI for the age distribution in clinical fraction (solid lines) and age distribution of 173 
susceptibility (dashed lines) for all countries. The overall consensus fit is shown in grey. (c) Fitted 174 
incidence of confirmed cases and resulting age distribution of cases using either the consensus (grey) 175 
or country-specific (colour) age-specific clinical fraction from b. 176 
 177 
 178 

School closures during epidemics33,34 and pandemics35,36 aim to decrease transmission 179 

amongst children18, and may also have whole-population effects if children play a major role 180 

in transmission. The impact will depend on the fraction of the population that are children, 181 

the contacts they have with other age groups, their susceptibility to infection, and 182 

infectiousness if infected. Using schematic values for pandemic influenza37 and our inferred 183 

values for COVID-19 (Figure 3a) we compared epidemics in three cities with very different 184 

demography: Milan (Italy, high median age), Birmingham (UK, intermediate median age), 185 

and Bulawayo (Zimbabwe, low median age) (Fig 3b), using measured contact matrices for 186 

each country. There were many more clinical cases for COVID-19 than influenza in all cities 187 

(mean attack rate across three cities: 361 per 1000 for COVID-19 versus 23 per 1000 for 188 

influenza), with relatively more cases occurring in under-20s (68%) in the influenza-like 189 
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scenario compared to COVID-19 (17%) (Fig 3c). More clinical cases were in older adults in 190 

Milan compared with the other cities, and a markedly younger age distribution was observed 191 

for clinical cases in Bulawayo. The age distribution of clinical cases depends on the 192 

demography and mixing in the region.  193 

 194 

To explore the effect of school closure, we simulated 3 months of school closures with 195 

varying infectiousness of subclinical infections, at either 0%, 50% or 100% the 196 

infectiousness of clinical cases (Fig 3d). For influenza- like infections we found that school 197 

closures decreased peak incidence by 17–35% across settings, and delayed the peak by 10-198 

89 days across settings (Fig 3e).  For COVID-19 epidemics, the delay and decrease of the 199 

peak was smaller (9–18% decrease in peak incidence, 1–6 day delay in peak timing), 200 

especially in Bulawayo, which has the highest proportion of children (Fig 3e). Because 201 

children have lower susceptibility and exhibit more subclinical cases for COVID-19, school 202 

closures were slightly more effective at reducing transmission of COVID-19 when the 203 

subclinical infectiousness was assumed to be higher (school closures were 37–53% more 204 

effective at reducing peak cases across settings for 100% versus 0% subclinical 205 

infectiousness) (Fig 3f).  206 

 207 
 208 
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 209 

 210 
Fig. 3. Effect of school closure under different demographics and subclinical infectiousness. 211 
(a) Age dependence in clinical fraction (severity) and susceptibility to infection on contact for COVID-212 
19, and for the influenza-like scenarios (simplified, based on ref. 37) considered here. (b) Age 213 
structure for the 3 exemplar cities. (c) Age-specific attack rate for COVID-19 and influenza-like 214 
infections, assuming 50% subclinical infectiousness. (d) Daily incidence of clinical cases in exemplar 215 
cities for COVID-19 versus influenza-like infections. R0 is fixed at 2.4. The rows show the impact of 216 
varying the infectiousness of subclinical infections to be 0%, 50%, or 100% as infectious as clinical 217 
cases while keeping R0 fixed. (e) Change in peak timing and peak cases for the three cities, for either 218 
COVID-19 or influenza-like. (f) Change in median COVID-19 peak timing and peak cases for the three 219 
cities, depending on the infectiousness of subclinical infections. 220 
 221 
 222 

Age dependence in susceptibility and clinical fraction has implications for the projected 223 
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found that the total expected number of clinical cases in an unmitigated epidemic varied 225 
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age structure of the population.  The mean estimated basic reproduction number, R0, did not 227 

substantially differ by median age (Fig 4c), because although there was a greater proportion 228 

of children the susceptibility of children was lower. We applied the same age-dependent 229 

clinical fraction to all countries, but the relationship between age and clinical symptoms may 230 

be different in different countries, perhaps because of a different distribution of 231 
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clinical fraction and age skews younger in low and lower-middle income countries, there 233 

would be higher clinical attack rates in these countries (Extended Data Figure 4).  234 

 235 

The expected age distribution of cases shifted substantially during the epidemic, where in 236 

the early phase there were more cases in the central age group (20-59), and after the peak a 237 

higher proportion on cases in younger and older ages (Fig 4d). The size of the shift was 238 

higher in countries with higher median age, which impacts projections for likely healthcare 239 

burdens at different phases of the epidemic (Fig 4e), particularly because older individuals 240 

tend to have higher healthcare utilisation if infected1.  241 

 242 
 243 

 244 
Fig. 4. Implications for global preparedness. (a) Expected clinical case attack rate (mean and 95% 245 
HDI), and peak in clinical case incidence for 146 countries in the Global Burden of Disease (GBD) 246 
country groupings40 for an unmitigated epidemic. (b) Expected sub clinical case attack rate, and peak 247 
in subclinical cases. (c) Estimated basic reproduction number (R0) in the capital city of each country 248 
assuming age-specific clinical fraction shown in Fig. 2b and 50% infectiousness of subclinically 249 
infected people. (d) Proportion of clinical cases in each age group at times relative to the peak of the 250 
epidemic. The 146 city epidemics were aligned at the peak, and colours mark the GBD groupings in 251 
a. (e) Age distribution of the first third and last third of clinical cases for 146 countries in GBD country 252 
groupings.  253 
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very youngest) have lower rates of symptomatic disease12 and mortality26, so the variable 258 

age-specific clinical fraction for COVID-19 we find here fits with other studies. We have 259 

quantified the age-specific susceptibility from available data, and other study types will be 260 

needed to build the evidence base for the role of children, including serological surveys, and 261 

close follow up of infected households.  262 

 263 

The age-specific distribution of clinical infection we have found is similar in shape (but larger 264 

in scale) to that generally assumed for pandemic influenza, but the age-specific susceptibility 265 

is inverted. These differences have a large effect on how effective school closures may be in 266 

limiting transmission, delaying the peak of expected cases, and decreasing the total and 267 

peak number of cases. For COVID-19, school closures are likely to be much less effective 268 

than for influenza-like infections.  269 

 270 

It is critical to determine how infectious subclinical infections are compared to clinical 271 

infections in order to properly assess predicted burdens both with and without interventions. 272 

It is biologically plausible that milder cases are less transmissible, for example, because of 273 

an absence of cough28,29, but direct evidence is limited41 and viral load is high in both clinical 274 

and subclinical cases30. If those with subclinical infection are efficient transmitters of infection 275 

compared to those with clinical infections, the overall burden is higher than if they are not as 276 

infectious. At the same time, lower relative infectiousness would reduce the impact of 277 

interventions targeting younger ages, such as school closure. By analysing epidemic 278 

dynamics before and after school closures, or close follow up in household studies, it may be 279 

possible to estimate the infectiousness of subclinical infections, however this will rely on 280 

granular data by age and time.  281 

 282 

A great deal of concern has been directed toward the expected burden of COVID-19 in low 283 

and middle income countries (LMIC), which have lower population median age than many 284 

high income countries. Our results show that these demographic differences, coupled with a 285 
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lower susceptibility and clinical fraction in younger ages, can result in proportionally fewer 286 

clinical cases than would be expected in higher-income countries with flatter demographic 287 

pyramids. This should not be interpreted as few cases in LMIC, because the projected 288 

epidemics are still very large, resulting in high numbers infected. Moreover, the particular 289 

relationships found between age, susceptibility, and clinical fraction are drawn from high and 290 

middle income countries and may reflect not only age, but also the increasing frequency of 291 

comorbidities with age. This relationship may therefore differ in LMIC for two key reasons: 292 

first, the distribution of non-communicable comorbid conditions—which are already known to 293 

increase the risk of severe disease from COVID-1915 may be differently distributed by age, 294 

often occurring in younger age groups40, along with other possible risk factors such as 295 

undernutrition42; and second, communicable comorbidities such as HIV39, TB coinfection 296 

(which has been suggested to increase risk43), and others44 may alter the distribution of 297 

severe outcomes by age. Observed severity and burden in LMIC may also be higher due to 298 

a lack of health system capacity for intensive treatment of severe cases.  299 

 300 

There are some limitations to the study. While information drawn from the early stages of the 301 

epidemic is subject to uncertainty, age-specific information is drawn from several regions 302 

and countries, and clinical studies support the hypothesis presented here. We assumed that 303 

clinical cases are reported at a fixed fraction throughout the time period, although there may 304 

have been changes in reporting and testing practices that affected case ascertainment by 305 

age. We assumed that subclinical infections were less infectious than clinical infections, and 306 

tested the impact of this on our findings (Extended Data Figures 5 and 6) but were not able 307 

to estimate how infectious subclinical infections were. The sensitivity analyses showed very 308 

similar clinical fraction and susceptibility with age, and we demonstrated the effect of this 309 

parameter on school closure and global projections (Fig. 3, Extended Data Figure 6). We 310 

have used mixing matrices from the same country, but not the same location as the fitted 311 

data. We used contact matrices that combined physical and conversational contacts. We 312 

therefore implicitly assume that they are a good reflection of contact relevant for the 313 



 

14 

transmission of SARS-CoV-2. If fomite, or faecal-oral routes of transmission are important in 314 

transmission, these contact matrices may not be representative of transmission risk. 315 

 316 

The role of age in transmission is critical to designing interventions aiming to decrease 317 

transmission in the population as a whole, and to projecting the expected global burden. 318 

Early evidence25, including presented here, suggests that there is age dependence in 319 

susceptibility and in the risk of clinical symptoms following infection. Understanding if and by 320 

how much subclinical infections contribute to transmission has implications for predicted 321 

global burden and the impact of control interventions. This question must be resolved to 322 

effectively forecast and control COVID-19 epidemics. 323 

  324 
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Methods 325 

 326 
Transmission model structure used in all analyses 327 

We use an age-structured deterministic compartmental model (Fig. 1a, main text) stratified 328 

into 5-year age bands, with time approximated in discrete steps of 0.25 days. Compartments 329 

in the model are stratified by infection state (S, E, IP, IC, IS, or R), age band, and the number 330 

of time steps remaining before transition to the next infection state. We assume that people 331 

are initially susceptible (S), and become exposed (E) after effective contact with an 332 

infectious person. After a latent period, exposed individuals either develop a clinical or 333 

subclinical infection; an exposed age-i individual develops a clinical infection with probability 334 

#", otherwise developing a subclinical infection. Clinical cases are preceded by a preclinical 335 

but infectious (IP) state; from the preclinical state, individuals develop full symptoms and 336 

become clinically infected (IC). Based on evidence for other respiratory infections16 we 337 

assume that subclinical infections (IS) are less infectious compared to preclinical and clinical 338 

infections, and that subclinical individuals remain in the community until they recover. We 339 

use 50% as a baseline for the relative infectiousness of individuals in the subclinical state, 340 

and test the impact of other values (Extended Data Figs. 5 and 6). Isolated and recovered 341 

individuals eventually enter the removed state (R); we assume these individuals are no 342 

longer infectious and are immune to reinfection. 343 

 344 

The length of time individuals spend in states E, IP, IC, or IS is distributed according to 345 

distributions $%, $', $(, or $), respectively (Extended Data Table 2). The force of infection 346 

for an individual in age group i at time t is 347 

 !",* = ," ∑ ."/,*(1'/ + 1(/ + 31)/)/6// , 348 
where ," is the susceptibility to infection of an age-i individual, ."/,*	is the number of age-j 349 

individuals contacted by an age-i individual per day at time t, f is the relative infectiousness 350 

of a subclinical case, and (1'/ + 1(/ + 31)/)/6/ is the effective probability that a random age-j 351 
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individual is infectious. Contacts vary over time t depending upon the modelled impact of 352 

school closures and movement restrictions (see below). 353 

 354 

To calculate the basic reproductive number, R0, we define the next generation matrix as 355 

 689"/ = ,"."/,*(#/:($' + $() + (1 − #/)3:($)) . 356 

R0 is the absolute value of the dominant eigenvalue of the next generation matrix. 357 

 358 

We use the local age distribution for each city or region being modelled, and synthetic or 359 

measured contact matrices for mixing between age groups (Extended Data Table 2). The 360 

mixing matrices have four types of contacts: home, school, work and other contacts.  361 

 362 

Comparing models by fitting to the Wuhan epidemic 363 

We contrasted three models. In model 1, susceptibility varied by age (," = ,(=)), but the 364 

proportion of exposed individuals who became clinical cases did not vary (#" = #). In model 365 

2, the clinical case probability varied by age (#" = #(=)), but susceptibility did not (," = ,). In 366 

model 3, there were no age-related differences in susceptibility or clinical fraction (," = ,, 367 

and #" = #). Susceptibility and clinical fraction curves were fitted using three control points 368 

for young, middle, and old age, interpolating between them with a half-cosine curve (see 369 

below for details). 370 

 371 

We assumed that the initial outbreak in Wuhan was seeded by introducing one exposed 372 

individual per day of a randomly drawn age between Amin and Amax for 14 days starting on a 373 

day (tseed) in November30,31. We used the age distribution of Wuhan City prefecture in 201645 374 

and contact matrices measured in Shanghai32 as a proxy for large cities in China. This 375 

contact matrix is stratified into school, home, work, and other contacts. We aggregated the 376 

last three categories into non-school contacts and estimated how components of the contact 377 

matrix changed early in the epidemic in response to major changes. Schools closed on 378 
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January 12th for the Lunar New Year holiday, so we decreased school contacts, but the 379 

holiday period may have changed non-school contacts, so we estimate this effect by 380 

inferring the change in non-school contact types, >?. Large-scale restrictions started on 381 

January 23rd 2020 giving restrictions on travel and movement imposed by authorities, and 382 

we inferred the change in contact patterns during this period, >@. Specifically: 383 

 ."/,* = A.ℎCCD(E) · ."/|HIJKKL + CEℎMN(E) · ."/|K*JOP, 384 
where 385 

A.ℎCCD(E) = { 1 t < 12 January 386 
 0 t ≥ 12 January 387 

and 388 
 1 t < 12 January 389 

CEℎMN(E) = { qH 12 January ≤ t < 23 January    390 

 qL t ≥ 23 January. 391 
 392 
We fitted the model to incident confirmed cases from the early phase of the epidemic in 393 

China (December 8, 2019-February 1, 2020) reported by China CDC1. During this period, 394 

the majority of cases were from Wuhan City, and we truncated the data after February 1st 395 

because there were more cases in other cities after this time. We jointly fitted the model to 396 

the age distribution of cases at 3 time windows (December 8, 2019 to January 22, 2020) 397 

reported by Li et al.24 and a further time window (December 8, 2019 to February 11, 2020) 398 

reported by China CDC1. Because there was a large spike of incident cases reported on 399 

February 1 determined to have originated from the previous week, we amalgamated all 400 

cases from January 25 to February 1, including those in the large spike, into a single data 401 

point for the week. We assumed 10% of clinical cases were reported19. We used a Dirichlet 402 

distribution with a flat prior to obtain 95% HDIs for reported case data stratified by age group 403 

for display in figures. 404 

 405 

We used Markov-chain Monte Carlo to jointly fit each hypothesis to the two sets of empirical 406 

observations from the epidemic in Wuhan City, China (Supplementary Table 1). We used a 407 
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negative binomial likelihood for incident cases and a Dirichlet-multinomial likelihood for the 408 

age distribution of cases, using the likelihood 409 

R = ST6MUV=WCX(YZ|A=[M = 200,XM^W = .Z)

_

Z`a

b STc=N9,DE=WCX(de|
200

||^e||
^e)

f

e`a

b 410 

Above, Ck is the observed incidence on day k while ck is the model-predicted incidence for 411 

day k, for each of K days. Am is the observed age distribution for time period m (case counts 412 

for each age group) while am is the model-predicted age distribution for the same period, and 413 

||^e||  is the total number of cases over all age groups in time period m, measured for M 414 

time periods. We set the precision of each distribution to 200 to capture additional 415 

uncertainty in data points that would not be captured with a Poisson or multinomial likelihood 416 

model. 417 

 418 

For all Bayesian inference (i.e. shown in Figs. 1 and 2), we used differential evolution 419 

Markov chain Monte Carlo46, first running numerical optimization to place starting values for 420 

each chain near the posterior mode. We then run 2000-3000 samples of burn-in, and 421 

generate at least 10,000 samples post-burn-in. Recovered posterior distributions, with prior 422 

distributions overlaid, are shown in Extended Data Fig. 1. We distinguished fitted models 423 

using Deviance Information Criterion (DIC)47. 424 

 425 

Analysis of the stationary age distribution of cases 426 

To infer age-specific clinical fraction and susceptibility from reported case distributions, we 427 

assumed that reported cases follow the stationary distribution of cases reached in the early 428 

phase of an epidemic. Using our dynamic model would allow modelling any transient 429 

emphasis in the case distribution associated with the age of the individuals who seeded 430 

infection in a given region, but since the age of the true first cases is not generally known, 431 

we used the stationary distribution instead. Specifically, we used Bayesian inference to fit 432 

age-specific susceptibility and clinical fraction to the reported case distribution by first 433 

generating the expected case distribution ki from (1) the age-specific susceptibility, ui, (2) the 434 
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age-specific clinical fraction, yi, (3) the measured or estimated contact matrix for the country, 435 

and (4) the age structure of the country or region. We then used the likelihood 436 

R = 9,DE=WCX(."	|g"), 437 
 438 

where ci is the observed case distribution, when fitting to data from a single country or 439 

region. When fitting to a combined set of regions and/or countries, we used the likelihood 440 

R =Tc=N9,DE=WCX(.",/	|Ag",/)
hi

e

/`a

 441 

across countries j ∈ {1,2, . . . , X} with weights n/ such that ∏ n// = 1. We weighted48 each of 442 

the 13 provinces of China in our data set by 1/13, each of the 12 regions of Italy by 1/12, the 443 

three reported case distributions from China CDC by 1/3, and data from South Korea, 444 

Singapore, Japan and Ontario each by 1, then scaled all weights to multiply to 1. 445 

 446 

The age-specific susceptibility ui and age-specific clinical fraction yi were estimated by 447 

evaluating the expected case distribution ci according to the likelihood functions given 448 

above. It is not possible to identify both ui and yi from case data alone. Accordingly, we 449 

inferred the age-specific clinical fraction, yi from surveillance data from Italy reporting the 450 

age-specific number of cases that were asymptomatic, paucisymptomatic, mild, severe, and 451 

critical29. We assumed that asymptomatic and paucisymptomatic infections may be 452 

underascertained relative to mild, severe, and critical cases, and therefore estimated an 453 

“inflation factor” z > 1 giving the number of unascertained asymptomatic or 454 

paucisymptomatic infections for each reported infection in these data. Accordingly, we 455 

applied the likelihood penalty 456 

p@ =TVME^ q
X=D$" + AMr" + .N=E"

[(^A#Xs" + s^,.=") + X=D$" + AMr" + .N=E"
tu = 10000#", v = 10000(1 − #")w

"

 457 

when fitting yi in order to constrain the relative shape of the clinical fraction curve by age. 458 

Here, X=D$" is the number of mild cases reported in age group i, AMr" the number of severe 459 

cases in age group i, etc. Therefore the age-specific clinical fraction reflected the proportion 460 
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of infections reported by Riccardo et al. as mild, critical, or severe, relative to an estimated 461 

proportion of asymptomatic and paucisymptomatic infections.  462 

 463 

In order to estimate a value for the inflation factor z compatible with empirical data on the 464 

severity of infections, we applied a further likelihood penalty when estimating the consensus 465 

fit for clinical fraction and susceptibility in order to match information on age-specific 466 

susceptibility collected from recent contact-tracing studies25,27,28,30. A leave-one-out analysis 467 

showed that these additional data allowed the model fitting procedure to converge on a 468 

consistent profile for both ui and yi (Extended Data Fig. 2). 469 

 470 

We extracted age-specific case data from the following sources. For provinces of China, we 471 

used age-specific case numbers reported by China CDC1 as well as line list data compiled 472 

by the Shanghai Observer49. For regions of Italy, we used age-specific case numbers 473 

reported by the Istituto Superiore di Sanità on March 13, 202050. For South Korea, we used 474 

the line list released by Kim et al. based on data from the Korea Centers for Disease Control 475 

and Prevention22. For Japan, we used the Open Covid Linelist51,52. For Singapore, we used 476 

Singapore Ministry of Health data compiled by Koh21. For Ontario, we used data compiled by 477 

the COVID-19 Canada Open Data Working Group53. 478 

 479 

To validate our line list analysis, we fitted the dynamic model to incidence data from Beijing, 480 

Shanghai, South Korea and Lombardy, Italy (Extended Data Fig. 3). We fixed the reporting 481 

rate for Beijing, Shanghai, South Korea, and Lombardy to 20%. Beijing and Shanghai 482 

incidence data were given by case onset, so we assumed no delay between reported and 483 

true case onsets. Incidence data for South Korea were given by the date of confirmation 484 

only; we assumed the reporting delay followed a gamma distribution with a 7-day mean. 485 

Incidence data for Italy were given separately for case onset and case confirmation, with 486 

only a subset of onset dates available; accordingly, we fit the proportion of confirmed cases 487 

with onset dates and the delay from onset to confirmation. We adjusted the size parameter 488 
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of the negative binomial distribution used to model case incidence to 10 to reflect greater 489 

variability among fewer data points for these countries than for Wuhan. Beijing and Shanghai 490 

were fitted jointly, with separate dates of introduction but the same fitted susceptibility, large-491 

scale restriction date and large-scale restriction magnitude. South Korea and Italy were each 492 

fitted separately; we fitted a large-scale restriction date and magnitude for both South Korea 493 

and Italy.  494 

 495 

For both the line list fitting and validation, we assumed that schools were closed in China, 496 

but remained open in South Korea, Japan, Italy, Singapore, and Canada, as schools were 497 

open for the majority of the period covered by the data in the latter five countries. 498 

 499 

Quantifying the impact of school closure 500 

To determine the impact in other cities with different demographic profiles we used the 501 

inferred parameters from our line list analysis to parameterise our transmission model for 502 

projections to other cities. We chose these to compare projections for a city with a high 503 

proportion of elderly individuals (Milan, Italy); a moderate-aged population (Birmingham, 504 

United Kingdom); and a city in a low-income country with a high proportion of young 505 

individuals (Bulawayo, Zimbabwe). For this analysis, we compared an outbreak of COVID-506 

19, for which the burden and transmission is concentrated in relatively-older individuals, with 507 

an outbreak of pandemic influenza, for which the burden and transmission is concentrated in 508 

relatively-younger individuals. We assumed that immunity to influenza builds up over a 509 

person’s lifetime, such that an individual’s susceptibility to influenza infection plateaus at 510 

roughly age 35, and assumed that the severity of influenza infection is highest in the elderly 511 

and in children under 10 years old37. 512 

 513 

To model Milan, we used the age distribution of Milan in 201954 and a contact matrix 514 

measured in Italy in 200611. To model Birmingham, we used the age distribution of 515 

Birmingham in 201855 and a contact matrix measured in the UK in 200611. To model 516 
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Bulawayo, we used the age distribution of Bulawayo Province in 201256 and a contact matrix 517 

measured in Manicaland, Zimbabwe in 201357. We assumed that the epidemic was seeded 518 

by two infectious individuals in a random age group per week for 5 weeks. We scaled the 519 

age-specific susceptibility ui by setting the “target” basic reproductive number R0 = 2.4, as a 520 

representative example. We also performed a sensitivity analysis where we scaled ui to 521 

result in R0 = 2.4 in Birmingham, and using the same setting for ui in all three cities, so that 522 

the actual R0 changed depending upon contact matrices and demographics used to model 523 

each city. This produced qualitatively similar results (Extended Data Figure 7). 524 

 525 

We projected the impact of school closure by setting the contact multiplier for school 526 

contacts school(t) to 0. Complete removal of school contacts may overestimate the impact of 527 

school closures because of alternative contacts children make when out of school58. This will 528 

however give the maximum impact of school closures in the model to demonstrate the 529 

differences. 530 

 531 

Projecting the global impact  532 

To project the impact of COVID-19 outbreaks in global cities, we used mixing matrices from 533 

Prem et al.31 and demographic structures for 2020 from World Population Prospects 2019 to 534 

simulate a COVID-19 outbreak in 146 global capital cities for which synthetic matrices, 535 

demographic structures and total populations were available. For simplicity, we assumed 536 

that capital cities followed the demographic structure of their respective countries and took 537 

the total population of each capital city from the R package maps. For each city, we scaled ui 538 

to result in an average R0 = 2.4 in Birmingham, UK, and used the same setting for ui for all 539 

cities, so that the realised R0 would change according to the contact matrices and 540 

demographics for each city. We simulated 20 outbreaks in each city, drawing the age-541 

specific clinical fraction yi from the posterior of the estimated overall clinical fraction from our 542 

line list analysis (Fig. 2), and analysed the time to the peak incidence of the epidemic, the 543 

peak clinical and subclinical incidence of infection, and the total number of clinical and 544 
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subclinical infections. We took the first third and the last third of clinical cases in each city to 545 

compare the early and late stages of the epidemic. 546 

 547 

Contact matrices 548 

Wherever possible, we use measured contact matrices (Supplementary Table 2). We adapt 549 

each of these mixing matrices, using 5-year age bands, to specific regions of the countries 550 

they were measured in by reprocessing the original contact surveys with the population 551 

demographics of the local regions. The contact matrices and demographics we used for 552 

Figs. 1-3 of the main text are shown in Extended Data Figure 8. 553 

 554 

The contact survey in Shanghai59 allowed respondents to record both individual (one-on-555 

one) and group contacts, the latter with approximate ages. While individual contacts were 556 

associated with a context (home, work, school, etc.) group contacts were not, and so we 557 

assumed that all group contacts which involved individuals aged 0-19 occurred at school. 558 

We also assumed that group contacts were lower intensity than individual contacts, 559 

weighting group contacts by 50% relative to one-on-one contacts.  560 

 561 

We assumed schools were closed during the epidemic in China (because schools closed for 562 

the Lunar New Year holiday and remained closed), but open in Italy, Singapore, South 563 

Korea, Japan, and Canada, because we used data from the early part of the epidemics in 564 

those countries during which schools were open. 565 

 566 

Sensitivity analyses 567 

Since the infectiousness of subclinical individuals was not identifiable from data we have 568 

available, in Figure 2 we adopted a baseline estimate of 50% relative to preclinical and 569 

clinical individuals. In Extended Data Figure 5, we performed sensitivity analysis by 570 

repeating our model runs with the alternative values for subclinical infectiousness between 571 

0% and 100%. We did not find marked difference in the findings or estimates.  572 
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 573 

In Figure 2 we fitted the age distributions of cases in 6 countries jointly to findings from 574 

recent studies on the susceptibility of children. We tested the sensitivity of our findings to the 575 

findings of the other studies by conducting a leave one out sensitivity analysis. The results 576 

are given in Extended Data Figure 2, and we did not find major changes to the shape of the 577 

age-dependence in either susceptibility or clinical fraction. 578 

 579 

In Fig. 3, we showed the epidemic in 3 cities with fixed R0 at 2.4 to illustrate the impact that 580 

demographics alone have on the effectiveness of interventions. This means that higher rates 581 

of contact measured in surveys in in Milan and Bulawayo compared to Birmingham were not 582 

included. We also tested the sensitivity of findings on school closure for which we fix 583 

susceptibility ui and therefore R0 varies (Extended Data Figure 7). The conclusions 584 

regarding the relative effectiveness of school closures for COVID-19 versus influenza are 585 

similar.  586 

 587 

In Fig. 4, we assumed that the age-specific clinical fraction was the same across all settings, 588 

but we tested the sensitivity of our projections (Figure 4) to the age-specific clinical fraction 589 

used in lower-income countries. However, a higher rate of comorbidities in lower-income 590 

countries could change the age-specific probability of developing clinical symptoms upon 591 

infection. To investigate this possibility, we construct a schematic alternative age-specific 592 

profile of clinical fraction by (1) increasing the age-specific probability of developing 593 

symptoms by 15% for individuals under the age of 20 and (2) shifting the age-specific clinical 594 

fraction for individual over the age of 20 by 10 years older (Extended Data Figure 4). We 595 

repeated the analyses with these functions and found increased burden in lower-income 596 

countries, that could exceed the burden of clinical cases in higher-income countries. 597 

 598 

Finally, we repeated our projections for country-specific burdens of COVID-19 assuming 599 

different values for the relative infectiousness of subclinical infections. We found that this 600 
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had a relatively small impact on the relationship between median age and case burden 601 

across countries (Extended Data Figure 6). 602 

 603 

 604 

 605 
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Parameter Age Group Mean Quantile 2.5% Quantile 25% Quantile 50% Quantile 75% Quantile 97.5% 

Susceptibility 0-9 0.33 0.25 0.3 0.33 0.36 0.43 

Susceptibility 10-19 0.37 0.28 0.33 0.37 0.4 0.47 

Susceptibility 20-29 0.69 0.54 0.64 0.69 0.74 0.82 

Susceptibility 30-39 0.81 0.65 0.76 0.81 0.86 0.95 

Susceptibility 40-49 0.74 0.59 0.7 0.75 0.79 0.86 

Susceptibility 50-59 0.8 0.65 0.76 0.81 0.85 0.93 

Susceptibility 60-69 0.89 0.72 0.85 0.9 0.94 0.99 

Susceptibility 70+ 0.77 0.62 0.72 0.78 0.82 0.9 

Clinical fraction 0-9 0.4 0.31 0.36 0.4 0.44 0.48 

Clinical fraction 10-19 0.25 0.19 0.23 0.25 0.29 0.32 

Clinical fraction 20-29 0.37 0.28 0.33 0.37 0.41 0.46 

Clinical fraction 30-39 0.42 0.33 0.38 0.42 0.46 0.51 

Clinical fraction 40-49 0.51 0.41 0.47 0.51 0.55 0.6 

Clinical fraction 50-59 0.59 0.48 0.55 0.59 0.62 0.67 

Clinical fraction 60-69 0.72 0.63 0.69 0.72 0.75 0.79 

Clinical fraction 70+ 0.76 0.68 0.73 0.76 0.79 0.82 

 
Extended Data Table 1. Posterior estimates for the consensus susceptibility and clinical fraction from 6 
countries. Note that susceptibility is a relative measure. 
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Parame
ter 

Description Applies in fits Value Reference 

!" Incubation period (E to IP and E to IS; 
days) 

All ∼ $%&&%(( = 3.0, . = 4) Derived from1 
2  

!1 Duration of preclinical infectiousness 
(days) 

All ∼ $%&&%(( = 2.1, . = 4) Derived from2  

!4 Duration of clinical infectiousness (IC to R; 
days) 

All ∼ $%&&%(( = 2.9, . = 4) 3 

!6 Duration of subclinical infectiousness 
(days) 

All ∼ $%&&%(( = 5, . = 4) Assumed 

89 Susceptibility for age group i Varies by age in 
Wuhan hypothesis 2, 
otherwise all ages 
equal 

Estimated  

:9 Probability of clinical infection for age 
group i 

Varies by age in 
Wuhan hypothesis 3, 
otherwise all ages 
equal 

Either fixed (50%) or 
estimated 

4 

; Relative infectiousness of subclinical 
cases 

All 50% (0% and 100% in 
sensitivity analysis) 

Assumed 

<9= Number of age-j individuals contacted by 
an age-i individual per day 

All Country-specific contact 
matrix (sensitivity analysis 
using synthetic matrices19) 

China32; UK7; 
Zimbabwe34  

>9 Number of age-i individuals All Demographic data  5 

?@ Time step for discrete-time simulation All 0.25 days  

AB9C, ABDE Age range of seed cases Wuhan  Estimated  

@FGGH Day upon which seeding of infections 
starts 

All Estimated  

IJ Relative change in non-school contacts 
during lunar new year holidays  

Wuhan Estimated  

IK Relative change in non-school contacts 
following large-scale restrictions 

Wuhan, South 
Korea, Shanghai, 
Beijing, Italy 

Estimated  

@K Day upon which large-scale restrictions 
start 

Wuhan, South 
Korea, Shanghai, 
Beijing, Italy 

Fixed to January 23 for 
Wuhan; estimated for other 
settings 

 

Extended Data Table 2. Model parameters. 
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Extended Data Figure 1. Prior distributions (grey dotted lines) and posterior distributions (coloured histograms) 
for model parameters fitting to the early epidemic in Wuhan (Fig. 1, main text); seed_start is measured in days 
after November 1st, 2019. (a) Model 1 (age-varying contact patterns and susceptibility); (b) Model 2 (age-varying 
contact patterns and clinical fraction); (c) Model 3 (age-varying contact patterns only). See also Supplementary 
Table 3. 
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Extended Data Figure 2. Analysis showing how the inferred age-varying susceptibility (first column) and age-
varying clinical fraction (second column) depend upon the additional data sources used.  
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Extended Data Figure 3. Prior and posterior distributions for the epidemics in (a) Beijing and Shanghai, (b) 
South Korea and (c) Lombardy using the “consensus” fit for age-specific clinical fraction and assuming subclinical 
infections are 50% as infectious as clinical infections (see Fig. 2c, main text). For (a), times are in days after 
December 1st, 2019; for (b) and (c), times are in days after January 1st, 2019. Note, seed_d is the inferred 
duration of the seeding event. See also Supplementary Table 3. 
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Extended Data Figure 4. Global projections assuming greater severity in lower-income countries. (a) Schematic 
age-specific clinical fraction for higher-income and lower-income countries. (b-f) Illustrative results of the 
projections for 146 capital cities assuming a higher age-varying clinical fraction in lower-income countries. See 
Fig. 4 (main text) for details. 
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Extended Data Figure 5. Consensus age-specific clinical fraction and susceptibility, assuming subclinical 
infections are 0%, 25%, 50%, 75%, or 100% as infectious as clinical infections. 
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Extended Data Figure 6. (a) Projected total and peak clinical case attack rate for 146 capital cities, under 
different assumptions for the infectiousness of subclinical infections. (b) Projected total and peak subclinical 
infection attack rate for 146 capital cities, under different assumptions for the infectiousness of subclinical 
infections. (c) Projected differences in R0 among 146 capital cities, under different assumptions for the 
infectiousness of subclinical infections. 
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Extended Data Figure 7. Comparison of school closures in three exemplar cities when susceptibility ui is fixed 
across settings instead of R0. 
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Extended Data Figure 8. Contact matrices used for Figs. 1-3 of the main text. We have not shown matrices for 
all 12 regions of Italy modelled, nor for all 13 provinces of China modelled, as these show similar patterns to the 
matrices for Milan and for Wuhan, Beijing and Shanghai, respectively. 
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Parameter Description Prior 

!" Susceptibility to infection upon 
contact with an infectious 
person 

Non-age-varying: !" ∼ $%&'()(+ = 0.1, 1 = 0.025,'4$ =

0) 
Age-varying: young, middle, and old age fit as 
   (6 ∼ $%&'()(+ = 15, 1 = 15,'4$ = 0,'(7 = 30) 
   (9 ∼ $%&'()(+ = 45, 1 = 15,'4$ = 30,'(7 = 60) 
   (< ∼ $%&'()(+ = 75, 1 = 15,'4$ = 60,'(7 = 90) 
 
Susceptibility for young, middle, and old age fit as 
   !6 ∼ $%&'()(+ = 0.1, 1 = 0.025,'4$ = 0) 
   !9 ∼ $%&'()(+ = 0.1, 1 = 0.025,'4$ = 0)    
   !< ∼ $%&'()(+ = 0.1, 1 = 0.025,'4$ = 0) 
 
Then 
   !" = ?%@@(4|(6, B6, (9, B9, (<, B<) (see final row) 

C" Clinical fraction on infection Non-age-varying: C" = 0.5 
Age-varying: young, middle, and old age fit as 
   (6 ∼ $%&'()(+ = 15, 1 = 15,'4$ = 0,'(7 = 30) 
   (9 ∼ $%&'()(+ = 45, 1 = 15,'4$ = 30,'(7 = 60) 
   (< ∼ $%&'()(+ = 75, 1 = 15,'4$ = 60,'(7 = 90) 
 
Susceptibility for young, middle, and old age fit as 
   C6 ∼ $%&'()(+ = 0.5, 1 = 0.1,'4$ = 0,'(7 = 0.5) 
   C9 = 0.5    
   C< ∼ $%&'()(+ = 0.5, 1 = 0.1,'4$ = 0.5,'(7 = 1) 
 
Then 
   C" = ?%@@(4|(6, C6, (9, C9, (<, C<) (see below) 

DEFFG Timing of introduction of cases DEFFG ∼ $%&'()(+ = 15, 1 = 30,'4$ = 0,'(7 = 30) 

HI Multiplicative factor for 
transmission during holiday 
period 

HI ∼ BJD((K = 2, L = 2)	@?()JN	D%	0 − 2 

HP Multiplicative factor for 
transmission during large-scale 
restrictions 

HP ∼ BJD((K = 2, L = 2) 

Q9"R, Q9ST Age bounds for introduced 
cases 

Q ∼ $%&'()(+ = 60, 1 = 20,'4$ = 40,'(7 = 80) 
QVSRWF ∼ BJD((K = 2, L = 2)	@?()JN	D%	0 − 10 

Q9"R = Q − QVSRWF 
Q9ST = Q + QVSRWF 

?%@@((|7Y, CY, 7Z, CZ, 7[, C[) Cosine-smoothing function For a given age a (the midpoint age of age group i) the 
function evaluates to CYfor ( ≤ 7Y, to CZ for ( = 7Z, and to 
C[ for ( ≥ 7[. Values of ( between 7Yand 7Zare 
interpolated between CY and CZ, and values of ( between 
7Z and 7[ are interpolated between CZ and C[, where the 
interpolation takes the shape of a cosine curve between 
−^ and ^. 

Supplementary Table 1. Details of model fitting. 
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Location Mixing matrix details 

Wuhan City, China We used mixing matrices measured in Shanghai in 
2017/20181, adapted to the demographics of Wuhan 
prefecture. This implicitly assumes that Shanghai mixing 
patterns are representative of large cities in China. 

Regions of China: Anhui, Guangdong, Guangxi, 
Hubei, Hunan, Jiangsu, Jiangxi, Jilin Shaanxi, 
Shandong, Sichuan, Tianjin, Zheijiang 
provinces; Beijing, Shanghai. 

We used mixing matrices measured in Shanghai in 
2017/20181, adapted to the demographics of each province 
/ city. 

Regions of Italy: Lombardia, Piemonte, Trento 
Veneto, Friulli Venezia Giulia, Liguria, Emilia-
Romagna, Toscana, Marche, Lazio, Campania, 
Puglia regions; Milan. 

We used mixing matrices measured in Italy in 2005/20062, 
adapted to the demographics of each region / city. This 
assumes that these contact patterns will still be 
representative of contact patterns in 2020. 

Ontario, Canada We used synthetic contact matrices, generated based on 
demographic information about the country3. 

Japan We used synthetic contact matrices, generated based on 
demographic information about the country3. 

Singapore We used synthetic contact matrices based on demographic 
information about the country3. 

South Korea We used synthetic contact matrices based on demographic 
information about the country3. 

Birmingham, UK We used mixing matrices measured in the UK in 
2005/20062, adapted to the demographics of Birmingham. 
This assumes that these contact patterns will still be 
representative of contact patterns in 2020. 

Bulawayo, Zimbabwe We used mixing matrices measured in Manicaland, 
Zimbabwe in 20134, adapted to the demographics of 
Bulawayo. This implicitly assumes that Manicaland mixing 
patterns are representative of Bulawayo. 

150 capital cities We used synthetic contact matrices, generated based on 
demographic information about each country3. 

Supplementary Table 2. Details on mixing matrices used in the study. 
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Wuhan: Model 1 
 

age_y 6 (4.2-7.2) 
age_m 55 (46-60) 
age_o 64 (60-68) 
susc_y 0.003 (0.00014-0.0076) 
susc_m 0.044 (0.032-0.054) 
susc_o 0.084 (0.079-0.09) 
seed_start 19 (16-22) 
seed_age 61 (42-79) 
seed_age_range 4.9 (1.5-8.9) 
qH 1.4 (1.3-1.5) 
qL 0.41 (0.3-0.56)    

Wuhan: Model 2 
 

age_y 19 (14-29) 
age_m 50 (40-60) 
age_o 68 (60-79) 
susc 0.055 (0.052-0.059) 
symp_y 0.037 (0.0051-0.062) 
symp_m 0.3 (0.19-0.42) 
symp_o 0.65 (0.52-0.77) 
seed_start 16 (14-20) 
seed_age 46 (30-67) 
seed_age_range 1.3 (0.5-1.9) 
qH 1.3 (1.2-1.4) 
qL 0.43 (0.31-0.56)    

Wuhan: Model 3 
 

susc 0.046 (0.045-0.048) 
seed_start 20 (17-21) 
seed_age 64 (37-80) 
seed_age_range 4.2 (0.93-8.7) 
qH 1.4 (1.3-1.5) 
qL 0.33 (0.21-0.42)    

Beijing, Shanghai 
 

susc 0.062 (0.05-0.077) 
B_seed_t0 18 (8.7-23) 
S_seed_t0 19 (12-25) 
seed_d 3.1 (0.74-6.3) 
lockdown_t 54 (53-56) 
qH 1.3 (0.89-1.8) 
qL 0.19 (0.15-0.25)    

South Korea 
  

susc 0.098 (0.087-0.11) 
seed_t0 9.2 (4.9-13) 
seed_d 3.3 (0.73-6) 
lockdown_t 53 (52-54) 
qL 0.052 (0.0011-0.1)    

Lombardy 
  

susc 0.084 (0.075-0.096) 
conf_mean 7.6 (2.7-13) 
conf_shape 11 (3.7-20) 
onset_known 0.36 (0.061-0.62) 
seed_t0 15 (11-20) 
seed_d 3.6 (0.83-6.3) 
lockdown_t 50 (47-54) 
qL 0.48 (0.28-0.72) 

 
Supplementary Table 3. Posterior means and 95% HDIs from fitting the dynamic transmission model (Figs. 1 
and 2, main text).  
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